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Neural Networks



Neural Networks

An Artificial neural network “learns” a training data set so
that it can predict the output of other similar data points.

Supervised learning = labels for data are known. Algorithms
“learn” how to label new data.

Weight matrix holds weights between two layers : [W ]ij holds
weight of Xi sending to perceptron j .

Update weights using backpropogation.

Optimal strategy for initializing weights for a neural network is
unknown.



Example: Political Party Prediction

X =


1 1 1 1
0 0 1 1
0 0 0 0
1 0 1 0
0 0 1 1

 T =
[
0 1 0 1

]

Each column represents a politician.

Each row represents an issue.

Xij represents how politician j voted on issue i .

1 is a yea vote, 0 is a nay vote.

Ti represents the party affiliation of politician i .

1 is Democrat, 0 is Republican.



Singular Value Decompositions to Initialize Weights

Goal

min ‖T −WX‖F

Ideally, ∃W where WX = T .
Let W = TX̂ , where X̂ is SVD pseudoinverse of X .
Let the singular value decomposition, X = UΣV T be rewritten:

U =
[
Ur Um−r

]
Σ =

[
Σr 0
0 0

]
V =

[
Vr Vn−r

]
Let W = TVrΣ−1

r U∗
r . Then, WX ≈ T .



Political Party Example: SVD

The matrix X has a rank of 3.

U =


−0.67 0.37 −0.64 0 0
−0.45−0.52 0.17 −0.61−0.36

0 0 0 −0.51 0.86
−0.38 0.57 0.73 −0 −0
−0.45−0.52 0.17 0.61 0.36



Ur =


−0.67 0.37 −0.64
−0.45−0.52 0.17

0 0 0
−0.38 0.57 0.73
−0.45−0.52 0.17



Σ =


2.8 0 0 0
0 1.21 0 0
0 0 0.830
0 0 0 0
0 0 0 0


Σr =

2.8 0 0
0 1.21 0
0 0 0.83



V =


−0.38 0.77 0.1 0.5
−0.24 0.3 −0.78−0.5
−0.7 −0.08 0.51 −0.5
−0.56−0.55−0.36 0.5



Vr =


−0.38 0.77 0.1
−0.24 0.3 −0.78
−0.7 −0.08 0.51
−0.56−0.55−0.36



W =
[
1 −0 0 −1 −0

] WX =
[
−0 1 −0 1

]
T =

[
0 1 0 1

]



Autoencoders

The goal of autoencoders is to reconstruct the original data point.



Non-negative Matrix Factorization (NMF)

X is a m × n data matrix with non-negative entries

X ≈ AS , A = m × p matrix, S = p × n matrix.

All entries in A and S are non-negative.

Update A and S with the following equations:

A← A⊗ XST

ASST
S ← S ⊗ ATX

ATAS

⊗ denotes entry-wise matrix multiplication.

Use entry-wise matrix division on the fractions (set denominator
values of 0 = 1).



Non-negative Matrix Factorization (NMF)

If X ≈ AS , then X n ≈ ASn.
x1

x2
...
xm

 = A


s1

s2
...
sp



x1

x2
...
xm

 = A1s1 + A2s2 + · · ·+ Apsp

A gives basis of new subspace where each column is a basis element.

Sn gives coordinates of a column Xn for the basis in A.



NMFs to Initialize Weights

Let f (X n,W ) be the approximated output for a single data point.

Goal

min
∑n

i=0 ‖Xn − f (X n,W )‖F

Let A◦ be the Moore-Penrose pseudoinverse of A:
A◦ = (A∗A)−1A∗. Then, S ≈ A◦X .

‖X n − f (X n,W )‖ ≈ ‖X n − ASn‖
≈ ‖X n − AA◦X n‖

The matrix A◦ is the weight matrix between the input and the

bottleneck.

The matrix AA◦ is used to approximate the data matrix X .



Initializing NMFs

Choosing value of p:
List the singular values of X in descending order.

Goal

The value p is found such that
Sp < α, and Sp+1 ≥ α

for Sm =

m∑
i=1

σi

k∑
i=1

σi

.

The value α can be between 0 and 1, normally closer to 1.



Initializing NMFs

Initializing A and S :

Eckhart Young Theorem on Low-Rank Approximation

Let D be an m × n matrix with singular value decomposition
D = UΣV T .

U =
[
Uk Um−k

]
Σ =

[
Σk 0
0 0

]
V =

[
Vk Vn−k

]
The matrix D̂ = UkΣkV

T
k solves min ‖D − D̂‖F .

1 Apply the above theorem to data matrix X with k = p.

2 Set A = |Up|.
3 Set S = |ΣpV

T
p |.



Political Party Example: Choosing p

σ =
[
2.7986 1.2147 0.832 0

] 4∑
i=1

σi = 4.845

Let α = 0.9.

Goal

Find p where Sp < 0.9, and Sp+1 >= 0.9.

p Sp Sp+1

1 .577 .828
2 .828 1

With α = 0.9, the table shows p = 2.



Political Party Example: Initializing A and S

Up =


−0.67 0.37
−0.45−0.52

0 0
−0.38 0.57
−0.45−0.52

 Σp =

[
2.8 0.0
0 1.21

]
Vp =


−0.38 0.77
−0.24 0.3
−0.7 −0.08
−0.56−0.55



Ai =


0.67 0.37
0.45 0.52

0 0
0.38 0.57
0.45 0.52

 Si =

[
1.05 0.67 1.95 1.57
0.94 0.37 0.1 0.67

]

A =


0.36 0.78
0.45 0

0 0
1.49 0.6
0.45 0.0

 S =

[
0.05 0.14 2.19 2.25
1.4 0.75 0.54 0.17

]



Political Party Example: NMFs

X =


1 1 1 1
0 0 1 1
0 0 0 0
1 0 1 0
0 0 1 1

 AA◦X =


1.03 0.88 0.63 0.48
0.06 −0.2 0.36 0.11

0 0 0 0
0.96 0.15 1.47 0.66
0.06 −0.2 0.36 0.11


S =

[
0.05 0.14 2.19 2.25
1.4 0.75 0.54 0.17

]
A◦X =

[
0.13 −0.45 0.81 0.24
1.27 1.35 0.44 0.51

]



Analysis

Most common technique is random initialization:

No technique discussed can put a bound on distance between
initialization and optimal weights
Computing SVD has a runtime O(min(mn2,mn)). Could slow
down runtime of weight computation.

SVD technique can only be used on single layer neural
network.

NMF technique only works on non-negative data.
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